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 I 

摘 要 

 

运动控制系统广泛应用于工业中的各个领域，如半导体封装，数控机床，工

业机器人等。为了满足对运动控制系统高速高精度的要求，路径优化，插补算

法，控制算法以及机械装配等方面的研究都至关重要。其中，针对控制算法的研

究尤其关键。 

本文首先针对一类运动控制系统进行了机理建模和辨识，为控制器的设计提

供了必要的信息。针对辨识中存在的输入激励不够的问题，本文采取一种有效的

开关机制予以解决。PID 控制器广泛应用于工业领域，但人工整定参数不仅效率

低下，而且在控制对象发生变化的情况下不能得到良好的控制性能。本文基于极

点配置和零极点相消的原理，提出一种自整定的 PID 控制器，改善系统性能的同

时提高了工作效率。另外，为了能够进一步改善系统的跟踪性能，本文在前馈控

制器设计的部分采用了自整定 ZPETC。 

最后，论文中提到的各种算法都在实际的三轴雕铣床上进行了验证和应用。

实验结果表明，这些算法在改善系统动态性能和跟踪性能的同时，大大提高了工

作效率，而且由于算法的灵活性，可以很好地应用和推广到实际的工业控制领域

中。 

 

关键词      运动控制；系统辨识；自整定控制；PID 控制器；ZPETC。  

 

 

 



 

 II 

ABSTRACT 

 

 Motion control systems have been applied into almost every field in industry 

and they play an important role in the development of a country’s economy. To satisfy 

the requirement of high speed and high precision in these systems, many aspects should 

be considered, among which control part is most flexible with application of control 

algorithms. 

Details of the modeling and identification for a class of motion control systems 

are given, which offer necessary information for the controller design. In particular, a 

mechanism is proposed to deal with the low-excitation problem in the identification for 

self-tuning controller design. Then a self-tuning PID controller based on pole placement 

and zero-pole cancellation is proposed to improve the autonomous performance and 

work efficiency because it keeps simplicity of a general PID controller and at the same 

time avoids problems brought by manual tuning. Furthermore, to improve the tracking 

performance, which is an important index in motion control systems, a self-tuning 

ZPETC is utilized for the feedforward part. 

At last, all of these algorithms mentioned above are verified in a real milling 

machine and experiments results indicate their validity. The proposed algorithms can be 

easily applied into practical motion control systems and improve their performance and 

work efficiency. 

 

Keywords:   Motion control; Identification; Self-tuning control; PID controller; ZPETC 
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CHAPTER 1 

INTRODUCTION 

1.1 Research Background and Meaning 

Automatic control is the scientific discipline that employs methods from 

mathematics and engineering in order to force dynamical systems to be in a desired 

fashion. The first application of feedback control goes as far back as the invention of a 

float regulator by Greek Ktesibos in times antiquity [1]. In recent years, the increase in 

the demand for higher accuracy, economical benefits, increased safety, reduced energy 

consumption, and so on, has made feedback loops inevitable in almost every part of our 

daily lives. Typical examples of systems that use feedback loops are vehicles, consumer 

electronics, aircraft, power plants and chemical processes. 

At the turn of the century, competitiveness in the global economy remains the 

same and the need for rapid and flexible manufacturing has become standard practice. 

Currently (1996), there are about 124 10  wires bonded per year on the planet. Most are 

used in the approximately 40 to 50 billion ICs produced, but many more are in 

transistors, LEDs, etc. The infrastructure is so extensive that no other chip-

interconnection method can displace wire bonds in the foreseeable future [2].  

The key components of the wire bonding machine is the XY-table and the 

control of the Z direction, however, all these components are controlled using the PID 

controller or adding the velocity and the acceleration feed-forward. It has long been 



 

 

Chapter 1 Introduction 

 3 

recognized that industrial control is one of the key technologies to make existing 

processes economically competitive. In theory, sophisticated control strategies-

supervisor, adaptive, model predictive control-should be the norm of industrial practice 

in modern plants. Unfortunately, a recent survey, by Desborough and Miller has shown 

otherwise. This indicates that 97% of regulatory controllers are of the proportional-

integral-derivative (PID) type and only 32% of the loops show “excellent” or “good” 

performance [3]. 

The first systematic methods based on the use of Bode and Nyquist plots were 

developed and applied to the design of amplifiers in the 1930s and 1940s [4-5]. In 1960, 

Kalman published his seminal papers that introduced state-space methods along with 

the design equations for the linear quadratic regulator and the discrete Kalman filter [6-

7]. These papers set the stage for an extraordinary development of model-based control 

design methods. A few years later, in the field of system identification, the paper [8] 

appeared that sparked the development of the prediction error (PE) framework [9]. 

These identification techniques provided reliable models allowing the applicability of 

model-based control design to a wide range of dynamical systems and processes. For a 

long time, identification and control design were considered separately within the 

framework of model-based control. The dominant idea was to identify the best possible 

model and then design the controller based on the basis of that model. Then, the 

paradigm “goal-oriented identification” emerged in the system identification 

community [10-11]. However, the identified model is just an approximation of the “true 

system” with the model uncertainty. The controller based on this model may not get a 

good performance. Based on this consideration, a new research “iterative identification 

and control”started to develop around 1990. Adaptive and iterative control algorithm 

based on explicit criterion minimization begins their way and the iterative feedback 

tuning (IFT), is present [12]. The data-driven methods have been brought back into 

focus in the mid-1990s. Data-driven methods include Virtual Reference Feedback 

Tuning (VRFT) [13], Iterative Feedback Tuning and Correlation based Tuning (CBT) 

[14-15]. Usually it uses the Simultaneous Perturbation Stochastic Approximation 
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control appeared in this context. It belongs to the class of stochastic approximation 

algorithm that is typically used for finding roots in the presence of noisy measurements. 

 

 

1.2 Features of golden wire bonding system 

The golden wire bonding machine is a typical motion control system [16], and a 

motion control system usually should meet the requirement of high precision, high 

speed and high reliability. The feature of a golden wire bonding system is shown below: 

 The systems’ inherent time delays limit their achievable bandwidth; 

 The systems’ internal limits (such as current and voltage) mean they are highly 

non-linear; 

 The required tracking error is extremely low; 

 To meet modern manufacturing requirements systems must exhibit a high degree of 

repeatability and reliability. 

A motion control system usually has three loops, the current loop, the velocity 

loop and the position loop. Fig.1.1 shows the three-loop control architecture. The 

current loop of the system has already been tuned by the driver, we can not tune it and 

the velocity loop of the system is tuned using the driver, it is not too hard to do this 

work. When it comes to the position loop, the work becomes a little bit hard, we should 

find some algorithm to tune the parameters of the controller, that is also what we are 

concerning about. 
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Fig. 1.1 Three-loop control architecture 

1.3 Control in industry 

 Industrial feedback motion controllers are tuned using annual loop shaping, 

according to certain design rules [17]. It is interesting to note that more than half of the 

industrial controllers in use today utilize PID or modified PID control schemes. Because 

most PID controllers are adjusted on-site, many different types of tuning rules have 

been proposed in the literature. Using these tuning rules, delicate and fine tuning rules 

have been proposed in the literature. Using these tuning rules, delicate and fine tuning 

of PID controllers can be made on-site. Also automatic tuning methods have been 

developed and some of the PID controllers may possess on-line automatic tuning 

capabilities. Modified forms of PID control, such as I-PD control and two-degrees-of-

less switching (from manual operation to automatic operation) and gain scheduling are 

commercially available.  

The usefulness of PID controls lies in their general applicability to most control 

systems. In particular, when the mathematical model of the plant is not known and 

therefore analytical design methods cannot be used, PID controls prove to be most 

useful. In the field of process control systems, it is well known that the basic and 
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modified PID control schemes have proved their usefulness in providing satisfactory 

control, although in many given situations they may not provide optimal control [18]. 

1.4 Motivation and objective 

 As mentioned above, the traditional PID + VA feedforward controller is applied 

in about 90% loops in industry for its simplicity [19] and it offers yet most efficient 

implemented in real time. However, they usually have specific constraints and this 

defect limits their application. 

There are a lot of algorithms creating for tuning the parameters of the loops of 

the motion control system. Even though one of the main purposes of feedback is to 

make the closed loop system insensitive to the process, some process knowledge is 

required to be able to design a control system which guarantees stability and also 

provides good performance. Hence, modeling and means to map experimental 

information into the controller (such as identification followed by model based control 

design) are essential ingredients in any feedback control design procedure. An iterative 

is used to solve this problem by means of separate identification and control design. In 

each identification step, the previously designed controller is used to obtain new data 

from the plant. Then, the controller is designed on the basis of the model obtained in the 

identification step [20]. 

1.5 Content of the Research 

This dissertation is organized as follows: 

 The data-driven methods will be introduced in Chapter 2. In particular, VRFT, 

NICBT, ICBT, IFT and the control criteria based on data-driven methods are used 

to tune the parameters of the controller. Then the simulation results of these 

methods are shown in this chapter. 
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 The system composition of the golden wire bonding system is introduced in 

Chapter 3. The golden wire bonding system is a very complex system. My focus is 

only on the XY table and Z axis. The actuator of XY table is linear motor, while the 

actuator of Z axis is a linear motor. It is driven by the drive and controlled by the 

motion control card. 

 In Chapter 4. I use the data-driven methods to tune the controller parameters of the 

actual system. The input signals are carefully selected to meet the requirements of 

the data-driven methods. The tuning results are shown in this chapter. 

 At last, conclusions will follow in Chapter 5, which include some results and the 

future work.
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CHAPTER 2 

 DATA-DRIVEN METHODS  

 In many practical control applications, before designing the controller, a 

mathematical description of the plant should be available, and the controller has to be 

designed on the basis of measurements. The classical model-based approach suggests a 

three-step procedure: (1) identify a plant model and evaluate it using the data (2) 

compute a high-order controller that minimizes the criterion and stabilizes the plant 

model (3) reduce the controller order by standard controller order reduction techniques. 

However, it is not easy to get an accurate model of the system so as to get an optimal 

controller. Data-driven controller tuning approaches try to lump these three steps and 

present a direct “data-to-control” algorithm. Consequently, in this thesis, data-driven 

method is used to tune the controller parameters for the wire bonder. 

2.1 Virtual Reference Feedback Tuning Method 

Virtual Reference Feedback Tuning (VRFT) is yet a data-driven method that 

appeared recently. The original concept behind VRFT is introduced in [21]. This 

concept is further developed in [22-27], where implementation aspects have been 

addressed and a data pre-filter has been designed in order to match the VRFT and 

model-following criteria. This approach aims at solving a model reference control 

problem without iteration, i.e. by using a single set of measurements. 

The idea of VRFT is to let a set of input-output data, say (um, ym), be measured 

on a noise-free system (it does not matter whether data are collected in open-loop or 

closed-loop operation) and assume that a reference model is defined. A reference signal 

rm would give the measured output ym if applied to the reference model can be 

constructed. This reference signal is called “virtual” because it is not used in the actual 
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generation of the output ym. Moreover, it is possible to compute the virtual tracking 

error defined as the difference between the virtual reference and ym. The idea is to 

compute a controller that generates um when fed by the virtual tracking error. By 

suitable filtering of the virtual tracking error and um, the transfer function of the 

feedback loop consisting of the calculated controller and the unknown plant is equal to 

the given reference model, provided that the controller is of appropriate order. Observe 

that the task of calculating the controller reduces to a simple identification problem. 

VRFT uses an instrumental variable method to counteract the effect of the noise. An 

interesting application of this one-shot method consists of providing initial controllers 

for iterative algorithms intended to perform the “fine-tuning” of the controllers 

2.1.1 Algorithm of the VRFT method 

 The main idea of virtual reference feedback tuning method can be implemented 

by 3-step algorithm. Given a set of measured I/O data {u(t), y(t)}t=1,…N, the 3-step 

algorithm is shown below: 

1) Calculate the virtual reference ( )r t , since we suppose that 

               
1

( )r t M z y t


                                                          (2-1) 

where M(z) is the reference model. Calculate the corresponding tracking error  

        ( )e t r t y t                                                          (2-2) 

 (suppose ( ) 1M z  , otherwise e(t)=0); 

2) Filter the signals e(t) and u(t) with a suitable filter L(z): 

     ( ) ( ) ( )Le t L z e t                                                           (2-3) 

 ( ) ( ) ( )Lu t L z u t                                                          (2-4) 

3) Select the controller parameter vector; say that minimizes the following criterion: 
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2

1

1
( ) ( ( ) ( ; ) ( ))

N
N

VR L L

t

J u t C z e t
N

 


                                          (2-5) 

Note that when    ; TC z z   , criterion can be given by the form : 

    
2

1

1
( )

N
N T

VR L L

t

J u t t
N

  


                                           (2-6) 

( ) ( ) ( )L Lt z e t                                                         (2-7) 

And the parameter vector is given by 

1

1 1

ˆ ( ) ( ) ( ) ( )
N N

T

N L L L L

t t

t t t u t   



 

 
  
 
                                      (2-8) 

4) A suitable selection of the pre-filter L(z) is : 

 

2 2 2

2 1
[ ; ]

u

M M W
L   


   


                                   (2-9) 

Where u can be estimated using many different techniques, among which a high-order 

AR or ARX model 

2.1.2 Apply least square method with constrain to VRFT method 

Least Square method has already been used to the virtual reference feedback 

tuning method by M. C. Campi, A. Lecchini, and S.M. Savaresi as shown in (2-8). 

However, in the practical application, we may get the parameters we don’t need when 

applying the least square method without constrain to virtual reference feedback tuning 

method. For example, we may get  negative parameters when we tune the parameters of 

the PID controller using virtual reference feedback tuning method by least square 

method without constrain. These parameters may be applicable in simulation, but dose 

not practical in the industrial application. In addition, when it comes to the physical 
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world, there must be a limit for most of the parameters, that is why a least square 

method with constrain is needed to the VRFT method.  

  min ( )
x

f x                                                           (2-10) 

Subject to:  

( ) 0c x                                                              (2-11) 

( ) 0ceq x                                                            (2-12) 

A x b                                                             (2-13) 

Aeq x beq                                                         (2-14) 

lb x ub                                                          (2-15) 

Where x, b, beq, lb, and ub are vectors, A and Aeq are matrices, c(x) and ceq(x) are 

functions that return vectors, and f(x) is a function that returns a scalar. f(x), c(x), and 

ceq(x) can be nonlinear functions. 

2.1.3 Simulation results of VRFT method 

The simulation is implemented in MATLAB. The program is separated into 

three parts: the application program, the core program and the subprogram for 

calculation. In the simulation, I will show the comparison between the VRFT method 

without constrain and the VRFT method with constrain, and also the VRFT method 

without filter and the VRFT method with filter. Suppose we tune the PID controller for 

the system we choose and the input signal is chosen as 9 order PRBS signal. In the 

practical industrial application, we know that the three parameters of PID are always 

chosen to be positive numbers. So in the simulation, we constrain the three parameters 

to be equal to or bigger than zero, ie. 0, 0, 0Kp Ki Kd   . 

(1) Choose the model of the system as: 

2

1
( )

5 4
G s

s s


 
                                                      (2-16) 



 

 

Chapter 2 Data-drive Methods 

 10 

The discrete transfer function of the desired model is shown below: 

           
1 2

1

1 2

0.2162 0.4324 0.2162

1 0.4182 0.
M( )=

283

z z
z

z z

 


 

 

 
                                (2-17) 

In this example, Choose the settling time 0.5s and the overshoot 10%, the sampling time 

is 0.1s. VRFT method without constrain and VRFT method with constrain get the same 

result, because the PID parameters are all positive. The results are shown below: 

(a) Filter not used (with or without constrain):  

Kp=55.2912, Ki=4.8242, Kd=82.7656 

(b) Filter used (with or without constrain):  

Kp=62.2541, Ki=3.6815, Kd=76.9414 

In Fig.2.1 and Fig.2.2, the left picture shows the step response and bode diagram of the 

desired system and the actual system when the optimal filter is not used, while the right 

picture shows the step response and bode diagram of the desired system and the actual 

system when the optimal filter is used. 
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Fig. 2.1 Least square method without constrain 
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Fig. 2.2 Least square method with constrain 

(2) Choose the model of the system as: 

  2

2
( )

5 4

s
G s

s s




 
                                                (2-18) 

The discrete transfer function of the desired model: 

           

1 2
1

1 2

0.2162 0.4324 0.2162

1 0.4182 0.
M( )=

283

z z
z

z z

 


 

 

 
                            (2-19) 

In this simulation, we still choose the settling time 0.5s and the overshoot 10%, the 

sampling time is 0.1s. VRFT method without constrain and VRFT method with 

constrain get different results, because the PID parameters are not all positive. The 

results are shown below: 

(a) Optimal filter not used (shown in the left picture in Fig.2.3):  

Kp = 12.013, Ki= 2.4153, Kd= -6.6112 

(b) optimal filter used(shown in the right picture in Fig.2.3):  

Kp=7.5368, Ki=3.7625, Kd= -5.0762 
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The step response and the bode diagram are shown in Fig.2.3. We can see that 

Kd is negative, though it is meaningful in the simulation, we can not apply this 

parameter to the practical industrial application. So we apply the least square method 

with constrain 0, 0, 0Kp Ki Kd   to the VRFT method, and get the result  

(c) optimal filter not used (shown in the left picture in Fig.2.4):  

Kp=0, Ki=2.3886, Kd=0 

(d) optimal filter used (shown in the right picture in Fig.2.4. The parameters we get are 

meaningful to the practical system) : 

Kp=1.4892, Ki=8.3737, Kd=0 
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Fig. 2.3 Least square method without constrain 
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Fig 2.4 Least square method with constrain 

 

From Fig.2.1, Fig.2.2, Fig.2.3 and Fig.2.4, we can see that the tracking effect of the 

VRFT methods without constrain is better than the VRFT method with constrain. 

However, to meet the requirement in the practical industrial application, we should 

apply the least square method with constrain to the VRFT method to get the parameters 

we want. 

2.2 Non-iterative correlation tuning method 

 The method is based on the correlation approach, uses a single set of 

input/output data from open loop or closed loop operation. A specific choice of 

instrumental variables makes the correlation criterion an approximation of the model 

reference control criterion. The controller parameters and the correlation criterion are 

asymptotically not affected by noise. In addition, based on the small gain theorem a 
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sufficient condition for the stability of the closed-loop system is given in terms of the 

infinity norm of a transfer function. An unbiased estimate of this infinity norm can be 

obtained as the solution to a convex optimization problem using an infinite number of 

noise-free data. It is also shown that, for noisy data, the use of the correlation approach 

can improve significantly the estimate. 

2.2.1 Algorithm of the Non-iterative correlation tuning method 

 Non-iterative correlation-based tuning method is introduced in details in [28]. 

This method is used to solve the model reference control problem; the diagram is shown 

in Fig.2.5. 

 

Fig. 2.5 Model reference control problem 

The control criterion is defined by: 

2

2

( )
( )

1 ( )
mr

K G
J M

K G





 


                                             (2-20) 

Let the reference model M(q
-1

) be expressed as: 

* 1 1
1

* 1 1

( ) ( )
( )

1 ( ) ( )

K q G q
M q

K q G q

 


 



                                             (2-21) 

Where K
*
(q

-1
) is the ideal controller. Then (23) can be approximated by: 

 
2

2
( ) [ ( ) (1 )]J W M K G M                                       (2-22) 
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Where W is an approximate weighting filter. By this equation the diagram of the model 

reference control problem becomes Fig.2.6. 

 

Fig. 2.6 Approximation of model reference control problem 

Non-iterative correlation-based tuning in [28] minimizes the control criterion 

through correlation approach. Let the correlation function be defined as: 

 ( ) { ( ) ( , )}f E t t                                            (2-23) 

 ( ), ( 1), ... ( ), ( 1), ... , ( )
T

r t l r t l r t r t r t l                 (2-24) 

with                                                
1( ) ( ) ( )r t W q r t

                                          (2-25

) 

and l is a sufficiently large integer. The optimal controller parameters minimize the 

correlation criterion defined as the two-norm of the correlation function: 

     ˆ arg min T

cJ f f


                                      (2-26) 

For a finite number of data N, the correlation function can be estimated as: 

1 1

1 1ˆ( ) ( ) ( ) ( ) ( ) ( )
N N

T

d

t t

f t t t y t t
N N

      
 

                         (2-27) 

The objective function can be written as: 

     T

cJ f f                                                (2-28) 

Thus, the optimal controller parameters minimizing the correlation criterion can be 

obtained by the standard-least squares algorithm: 
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 
1

ˆ T TQ Q Q Z


                                                 (32) 

Where 

1

1
( ) ( )

N
T

t

Q t t
N

 


                                            (2-29) 

1

1
( ) ( )

N

d

t

Z t y t
N




                                         (2-30) 

and Q
T
Q is nonsingular. 

The filter is given by: 

1 ( )
( )

( )

j
j

ur

M e
W e







 




                                       (2-31) 

2.2.2 Simulation results of non-iterative correlation tuning method 

The simulation is implemented in MATLAB. The program is separated into 

three parts: the application program, the core program and the subprogram for 

calculation. 

(1)  Choose the model of the system: 

 
2

1
( )

4 5
G s

s s


 
                                                        (2-32) 

The discrete transfer function of the desired model: 

           
1 2

1

1 2

0.08207 0.1641 0.08207

1 1.127
M( )

0.4 56
=

5

z z
z

z z

 


 

 

 
                                     (2-33) 

The overshoot is 10%, the settling time is 10 times the sampling time.  

We get the PID parameters of the controller by the non-iterative correlation-

based tuning method. Kp= 8.4612, Ki=1.5077, Kd=6.9021. The step response and bode 

diagram of the desired model and the actual system are shown in Fig.2.7. 
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Fig. 2.7 Non-iterative correlation-based tuning method 

(2)  Choose the model of the system:  

 
2

2
( )

4 5

s
G s

s s




 
                                                 (2-34) 

The discrete transfer function of the desired model: 

.           
1 2

1

1 2

0.08207 0.1641 0.08207

1 1.127
M( )

0.4 56
=

5

z z
z

z z

 


 

 

 
                           (2-35) 

The overshoot is 10%, the settling time is 10 times the sampling time. 

We get the PID parameters of the controller by the non-iterative correlation-

based tuning method. Kp= 0.4069, Ki=0.7539, Kd=-0.5988. The step response and bode 

diagram of the desired model and the actual system are shown in Fig.2.8. Choose the 

constrain: 0, 0, 0Kp Ki Kd   . 

Let Kp=0.4069, Ki=0.7539, Kd=0. The step response and the bode diagram are 

shown in Fig.2.9. 
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Fig. 2.8 Non-iterative correlation-based tuning method 
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Fig. 2.9 Non-iterative correlation-based tuning method with costrain 
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2.3 Iterative Correlation-based Tuning Method 

The basic idea is to decorrelate the output error between the achieved and 

designed closed-loop systems by iteratively tuning the controller parameters. At present, 

there are two different approaches. In the first one, a correlation equation involving a 

vector of instrumental variables is solved using the stochastic approximation method. It 

is shown that with an appropriate choice of instrumental variables and a finite number at 

each iteration, the algorithm converges to the solution of the correlation equation. The 

second approach is based on the minimization of a correlation criterion. The method is 

intended for a “fine” tuning of the controller. In other words, it is assumed that the 

controller obtained in model-based design procedure is in the vicinity of the controller 

that satisfies all design specifications for the actual system. The controller parameters 

are calculated as the solution to a cross-correlation equation involving instrumental 

variables [29-31]. The controller whose parameters are the solution to the cross-

correlation equation is called subsequently the decorrelating controller. The diagram of 

the iterative correlation-based tuning method is shown in Fig.2.10. 

 

Fig. 2.10 Closed-loop output error resulting from a comparison of the  

achieved and designed closed-loop systems.  
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2.3.1 Algorithm of the iterative correlation-based tuning method 

 The cross-correlation function is as follows: 

( ) { ( )}f E f                                                     (2-36) 

where E{.} denotes the mathematical expectation and ( )f   is defined as follows: 

1

1
( ) ( ) ( , )

N

oe

t

f t t
N

   


                                            (2-37) 

where N is the number of data and ( )t  an  n -dimensional column vector of 

instrumental variables that are correlated with the reference signal r(t) and independent 

of the disturbance v(t). The instrumental variable vector ( )t  may be a function of the 

controller parameter vector   and will be denoted by ( , )t   

 The controller may be improper or of very high order. Furthermore, it may 

destabilize the system if the unstable zeros and poles of G are not contained in dG . On 

account of this fact, two different situations can be distinguished: 

The decorrelating controller K exists, stabilizes the closed-loop system and belongs to 

the parameterized set of controllers. Though, this assumption seems to be too 

restrictive, it allows the parametric convergence and the accuracy of the estimates to be 

studied. These analyses give important guidelines for the choice of instrumental 

variables and the improvement of the convergence rate of the iterative algorithm. The 

parameter vector of this controller  , is evidently a solution of the correlation equation 

( ) 0f                                                              (2-38) 

The decorrelating controller K does not exist or does not belong to the controller set. In 

this case, the controller parameters can be computed as the minimizing argument of 

some norm of the correlation function. 

A solution of this correlation equation can be found using the following iterative 

stochastic approximation algorithm: 
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 1 ( )i i i if                                                        (2-39) 

where 
i  is a positive scalar step size. 

2.3.2 Simulation results of the iterative correlation-based tuning method 

 The simulation is implemented in MATLAB. We choose different models to 

make a comparison. 

(1) Choose the model of the system: 

2

1
( )

3
G s

s s



                                                        (2-40) 

The initiated parameters we set is: 

Kp0=6, Ki0=0.5, Kd0= 0.1,  

we choose: 

0.5, 0.9    

By using the ICBT Method, get the parameters of the controller: 

Kp=4.7425, Ki=0.1315, Kd=0.3825 

The initiated step response and the step response after ICBT tuning are shown in 

Fig.2.11. 
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   Fig. 2.11 The step response of the system with initiated controller and the tuning controller 



 

 

Chapter 2 Data-drive Methods 

 22 

(2) Choose the model of the system: 

2

1
( )

4 5
G s

s s


 
                                                    (2-41) 

The initiated parameters we set is: 

Kp0=10, Ki0=0.1, Kd0= 0.1 

we choose: 

0.3, 0.9    

By using the ICBT Method, get the parameters of the controller : 

Kp=9.6182, Ki=1.9096, Kd=2.8706e-005 

The initiated step response and the step response after ICBT tuning are shown in 

Fig.2.12. 
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Fig. 2.12 The step response of the system with initiated controller and the tuning controller 

(3) Choose the model of the system: 

2

2
( )

4 5

s
G s

s s




 
                                               (2-42) 

The initiated parameters we set is: 

Kp0=20, Ki0=0.1, Kd0= 0.1 

we choose: 

0.1, 0.9    
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By using the ICBT Method, get the parameters of the controller: 

Kp= 18.6759, Ki= 4.4746, Kd= 1.2876e-004 

The initiated step response and the step response after ICBT tuning are shown in 

Fig.2.13. 
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         Fig. 2.13 The step response of the system with initiated controller and the tuning controller 

2.4 Iterative feedback tuning method  

 The gradient-based method for the iterative optimization of the performance 

criterion over the controller parameters has been called Iterative Feedback Tuning 

(IFT). IFT is a data-based method for the optimal tuning of a low order controller. The 

tuning of the controller parameters is performed iteratively, using a generalized 

Robbins-Monro type gradient descent scheme. An update step of the controller 

parameters is performed at each iteration on the basis of data obtained partly during 

normal operating conditions and partly from some special experiments. These data 

come from the closed loop system with the current controller. Iterative Feedback 

Tuning (IFT) is a model-free data-based method for the optimal tuning of a parameters 

of a controller of given structure, typically a restricted complexity controller [32-35]. 

The control performance objective used in IFT is a quadratic performance criterion, 

which is minimized by a stochastic gradient descent scheme of Robbins-Monro type. 
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2.4.1 Algorithm of the iterative feedback tuning method 

Consider the achieved and designed closed-loop systems shown in figure 25. 

Here, for simplicity of presentation, the minimization of the following criterion is 

considered: 

 2

1

1
( ) ( , )

2

N

oe

t

J E t
N

  


                                         (2-43) 

The first derivative of the criterion with respect to the controller parameters is: 

 

1

1 ( , )
( , )

N

oe

t

J y t
E t

N


 

 

  
  

  
                                 (2-44) 

The minimum of the criterion (1) is attained when the expression (2) is equal to zero. 

The roots of /J   can be found by applying the Robbins Monro stochastic 

approximation procedure provided that an unbiased estimate of this gradient is 

available. 

Consider now the expression for the output  ,y t . The differentiation of 

 ,y t  with respect to the i-th element of   gives: 

 
 

    
( , )

, ,
i i

Ky t
S G G r t y t 


 

 


 

 
                          (2-45) 

This expression gives an idea of how to obtain an estimate of ( , ) /y t    by 

performing two experiments on the actual closed-loop system. That is, perform a first 

experiment under normal operational conditions and collect measurements of the 

output  ,y t . All signals appearing during this experiment will carry the subscript e1; 

similarly, the signals from the second experiment will have subscript e2. For example, 

 1 ,ey t  denotes the measured output during the first experiment. Then, in the second 

experiment, form the signal 1( ) ( , )er t y t   and inject it at the process input. Then 

collect the output signal 2 ( , )ey t  and filter it with the filter   /K     to obtain a 
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realization of   /K    . Illustration of this so-called gradient experiment is given in 

Fig 25. Now, the estimate of /J    is calculated as follows: 

 
 

   2 1

1

1
, ( , ) ( )

N

i e i e i d

t

KJ
y t y t y t

N


  

 

 
  

  
                     (2-46) 

Hjalmarsson and co-workers have shown that this estimate is unbiased. The controller 

parameters are updated using the following iterative formula: 

 1

1i i i i i

J
H   








 


                                              (2-47) 

Where Hi is some positive-definite matrix. A typical choice for this matrix might be an 

approximation of Hessian, i.e. 

 
 

 
 

 
2

2 22
1

1
, ,

T
N

i i e i e i

t

K KJ
H y t y t

N

 
  

  

    
     
     

                (2-48) 

IFT offers a very nice possibility of obtaining an unbiased estimate of the 

gradient using only signals collected in closed loop. However, the price to pay is an 

increased number of experiments. For the case of two-degree-of-freedom SISO 

controllers, IFT requires three experiments per iteration. In the case of MIMO 

controllers, the number of experiments per iteration increases to 1u yn n  . There have 

been some attempts to reduce the number of experiments in the case of MIMO systems. 

2.4.2 Simulation results for iterative feedback tuning method 

(1) Choose the model of the system: 

2

1
( )

4 5
G s

s s


 
                                                        (2-49) 

The discrete transfer function of the desired model: 
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The overshoot is 10%, the settling time is 15 times the sampling time. 

We get the PID parameters of the controller by the non-iterative correlation-

based tuning method. Kp= 15.8929, Ki= 14.3852, Kd= 0.9323, the iterative time is 435. 

The step response and bode diagram of the desired model and the actual system are 

shown in Fig.2.14. 
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Fig 2.14 Step response and bode diagram of the desired system and the actual system  

(2) Choose the model of the system: 
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                                                     (2-51) 

The discrete transfer function of the desired model: 
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The overshoot is 10%, the settling time is 15 times the sampling time. 

We get the PID parameters of the controller by the non-iterative correlation-

based tuning method. We can not get a meaningful Kp, Ki, Kd, the algorithm fails. The 

step response and bode diagram of the desired model and the actual system are shown 

in Fig.2.15. 
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Fig. 2.15 Step response and bode diagram of the desired system and the actual system 

2.5 Data-based tuning method based on control criteria 

In this section, I will introduce a simple method using the input data and output 

data getting from the Elmo Drive. Apply the iteration method to tune the controller 

parameters based on some control criteria which we learn from the classic control 

system theory. 

Elmo drive is a series of very powerful drive in the motion control field and is 

very widely used in the industrial field. The controller of Elmo drive can be divided into 

three loops, the current loop, the velocity loop and the position loop. The controller 

parameters of the current loop are generally tuned by the drive itself, if not necessary, 

we have no need to tune it by hand. The velocity loop is composed of a PI controller 

and the position loop is consisted of a P controller, a velocity feedforward and an 

accelerating feedforward. Though the controller parameters of the velocity loop and the 

position loop can be auto tuned by the Elmo controller itself, we can not always get a 

good result with a limit time. While the Elmo drive provides the customers with 

powerful software called the “Elmo composer” to tune the parameters by hand, it is still 

a boring work if you have too many drives to tune and the required accuracy is too high 

for your control system. 
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By experiments, a 2-order discrete model without dead time is verified to be 

available for the motion control system and estimated parameters are given, which will 

be used for the controller design. Besides, other useful information, such as the trace 

limit in the switched-off mechanism, is also given. 

2.5.1 Implementation of the control criteria method 

The controller parameters tuning using Elmo Interlude Communication API 

include the follow processes: communicate with Elmo Drive, set the recorder, get the 

data from the DSP of Elmo Drive, process the data and auto tune the controller 

parameters by the controller requirements. 

The first step is to make a good communication with Elmo drive using the Elmo 

Interlude Communication API. In this paper, we just use the RS-232 to communicate 

with the Elmo drive. The Elmo Interlude is a communication software package 

designed to enable software developers to program applications for motion control 

system that integrate Elmo digital servo drives. The software provides an efficient and 

easy communication channel directly to the connected Elmo drive in order to facilitate 

integration with the user application. This saves programming time and effort, and 

ensures compatibility between the use application and the Elmo drive.  

The Interlude API is integrated as a DLL directly into the user application, 

operating as an embedded part of it. It supports the RS232 serial communication and the 

CiA CANopen communication protocol according to DS301 [36]. By using the 

Interlude API we can establish (and disconnect) communication with an Elmo drive and 

send commands to the drive; upload and download applications from/to the drive. 

Download firmware; create and load a network configuration file; define and activate a 

callback mechanism for error handling and some other communication with CANopen. 

To get the data from the Elmo drive, we should set the recorder with the 

command of Elmo drive first under a certain sequence. The SimplIQ drive recorder 

mechanism enables the user to record up eight signals simultaneously. The recorded 

signals can be uploaded to the host through the communication connection, for 



 

 

Chapter 2 Data-drive Methods 

 29 

presentation and analysis. SimplIQ drives operating with CAN have two 

communication lines: CAN and RS-232. This arrangement enables the recorder to use 

one line for performance monitoring while the machine host uses the other line to 

control the SimplIQ drive in its normal context [37]. In this paper, we just use the RS-

232 to communicate with the SimplIQ drive.  

The setting process including the following command and they should be set in 

a certain sequence to make sure we can get the required data. We just introduce the 

function of them briefly in this paper. To know the details of each command, you can 

refer to SimplIQ software manual [38]. First, make sure the recorder is killed by setting 

“RR” command and then set the sampling time. Secondly, mapping the signals we want 

to record with the “RV” and “RC” commands. Thirdly, define characteristic parameters 

with the “RP”, “RG” and “RL” commands.  Finally, launch the recorder. 

We can use the BH command to upload the recorded data by the SimplIQ drive 

recorder to the host. However, the data is uploaded in hexadecimal form in order to 

minimize transmission time (relative to ASCII formatted text). In order to analyze the 

BH record, it is important to understand that the internal representation of quantities in 

the controller is not in user units. We should transform the hexadecimal form of data 

into decimal form of data and multiply certain to make the value as what we want. The 

details can also be known by the SimplIQ software manual. The data we should get 

from the Elmo Drive is the current command, the current, the speed command, the main 

speed, the position command, the main position and the position error. 

After getting data from Elmo drive, the next thing we should do is to consider 

how to deal with the data in order to get the information we need and to auto tune the 

parameters of the controller. In this paper, we just establish some basic functions by 

VC++ program, and use these functions as a judge to weigh whether a group of 

parameters of the controller can meet our requirements. These functions are deriving 

from the control system design textbook which is known by all the people relating to 

the control field. Although these functions are very easy, they have been tested to be 

effective and efficient as a judge to our system and is also easy to use and execute. As 

we all know, before we design a control system, we are confined by some requirements 
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to make sure the control system can have the performance we need or even better. 

These functions include the calculation of the settling time, overshoot, steady state 

error, rising time and so forth. We can get the results from the data we get from the 

recorder. For example, we can get the settling time from the data of position error. We 

can evaluate the performance of the motion control system driven by Elmo Drive 

through these functions setting by us. 

After the foregoing steps, we have prepared well for the data by the recorder and 

the evaluation mechanism by the functions we set. Then we can auto tune the 

parameters as long as we choose a good method to change the parameters in each 

experiment in the tuning process. In this paper, we tune the velocity loop and the 

position loop through the method referred by the section 3. There must be many other 

ways to auto tune the parameters based on the data and the functions we set. This paper 

only provides other uses an alternative way to tune the parameters of the controller 

other than using the composer. As to how to make good use of the data and the 

functions, the condition is quite different. It depends on the complexity of the system 

and requirements of the user. We just provide a reference in section 3. 

2.6        Summary 

 In this Chapter, several data-driven methods are introduced, including both the 

non-iterative methods and the iterative methods. The non-iterative methods include the 

virtual reference feedback method and non-iterative correlation-based tuning method. 

The iterative methods include the iterative correlation-based tuning method, the 

iterative feedback tuning method and the data-driven method based on control criteria.        

Simulation of these methods is implemented in MATLAB. By the simulation of 

the result, the validity of these algorithms is proved. By adding constrains to the least 

square method of the VRFT method, I can get the parameters of the PID controller that 

can be applied to the actual system. 
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CHAPTER 3 

SYSTEM COMPOSITION 

3.1 Golden wire bonding system 

The golden wire bonding machine of Parallex Precision co., Ltd is shown in 

Fig.3.1. It is a very complex system, including the mechanical part, the electronic part, 

the motion control part and etc. My research focuses on the motion control part. My 

object is to tune the controller parameters for the all the axises in the golden wire 

bonding machine, containing the XY axis of the XY table and the Z axis for the wire 

bonding. 

 

Fig. 3.1 Golden wire bonding machine 
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3.2 Composition for XYZ axis 

X axis and Y axis compose the XY table and the Z axis is the bond head of the 

golden wire bonding system. My research focus is mainly on tuning the parameters for 

the controller of the XY table. 

3.2.1 XY table 

The XY table is shown in Fig 3.2. The XY table is a parallel mechanism, which 

is the basic component of the golden wire bonding system. The accuracy of the XY 

table plays key role in the precision of the system. By this means, the parameters tuning 

for the XY table becomes very important.  

 

                 Fig 3.2 XY table 

3.2.2 Z axis 

Fig.3.3 shows the structure of a bond head, which is the Z axis. In the present 

golden wire bonding system, the Z axis is only controlled by a current loop. The current 

loop serves as the controller for the open-loop force control. 
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Fig 3.3 Structure of the bond head 

3.3 Composition for a single axis 

 The XY table is composed of two axises and each axis has its own composed 

elements, including the actuator, the drive, the feedback component and the controller 

of the motion control card. The control diagram of a single axis is shown in Fig.3.4. The 

actuator of each single axis is a linear motor and the drive of each single is Elmo 

Harmonica series drive. The feedback element is the linear optical grating ruler. The 

motion is controlled by the GTS800 motion control card produced by Googol 

Technology Co., Ltd. The composition of the actual system is shown in Fig.3.5. 
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Fig. 3.4 Control diagram of a single axis 
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Fig. 3.5 Actual system composition 

The system of each axis is composed of three loops as mentioned in chapter 1. They are 

the current loop, the velocity loop and the position loop. The current loop and the 

velocity loop are set in the Elmo drive, while the position loop is set in the GTS800 

motion control card. The controller parameters of the current loop are tuned by Elmo 

drive; usually we don’t change these parameters. I will only tune the controller 

parameters of the velocity loop and the position loop by using the methods mentioned in 

chapter 2. 

3.4 Summary 

In this chapter, the system composition for my control object is introduced. It is 

a golden wire bonding system. Although the system is very complex, my research focus 

is only on the controller parameters tuning for the XY table. Each axis of the XY table 

is composed of a motor, a drive and the controller of the motion control card. Each axis 

is controlled by three loops including the current loop, the velocity loop and the position 

loop. The controller parameters of the velocity loop and the position loop are tuned by 

the algorithms mentioned in chapter 2. 
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CHAPTER 4 

EXPERIMENT RESULTS 

4.1 Input signal 

 Although we don’t do identification to the motion control system, the selection 

of the input signal is also very important. Take the VRFT method for an example, 

though it can tune the parameters for the controller without identify the model of the 

system. The actual process of it is to identify the parameters of the controller. By this 

means, it is another way of identification, so an input that contains rich simulated 

frequency is also needed for the VRFT method. Other data-driven methods mentioned 

in Chapter 2 also have the same feature, so careful selection for the input signal is also 

needed. 

4.1.1 Step signal 

Step signal is the most common signal for the person whose major relates to 

control. It can be used to evaluate the performance of the system by get the output of a 

step response. However, we don’t use it often in the real world and we just use it for the 

simulation. Firstly, the step signal does not have a rich exciting frequency as the PRBS 

signal, which I will introduce in the following section. Secondly, we can not control the 

frequency we need by using a step signal as the input as we can do to use the PRBS 

signal or the chirp signal. In this thesis, I don’t concern the step signal as the input 

signal.  
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4.1.2 PRBS signal 

PRBS is a periodic, deterministic signal with white-noise-like properties, which 

is generated by the difference equation 

  1( ) ( ( 1) ... ( ),2)nu t rem a u t a u t n                                (4-1) 

Here ( ,2)rem x  is the remainder as x is divided by 2, thus u(t) only assumes the values 0 

and 1. And the sequence u(t) is periodic with a period of at most 2
n
-1. It’s trivial that for 

each n the actual period will depend on choices of [a1…an] and the order n should be 

selected specifically for different occasions. In the region as expressed in (4-2), the 

PRBS behaves like the “periodic white noise” [39-41], where N is the period of u 

and t  is the sampling time. Then for systems with different bandwidths, the order can 

be determined.  

                                                           
2 2

~
3N t t

 
 

 
                                           (4-2) 

The time domain 9 order PRBS signal (positive and negative) is shown in Fig.4.1. 
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Fig. 4.1 PRBS signal 
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4.1.3 Chirp signals or Swept Sinusoids 

A chirp signal is a sinusoid with a frequency that changes continuously over a 

certain band  : 1 2     over a certain time period 0 t M  : 

       2

1 2 1( ) cos( ( ) / (2 ))u t A t t M                                        (4-3) 

The “instantaneous frequency” i  in this signal is obtained by differentiating the 

argument w.r.t. time t: 

       1 2 1( )i

t

M
                                                   (4-4) 

and we see that it increases from 1 to 2 . This signal has the same crest factor as a 

pure sinusoid, i.e., 2 , and it gives good control over the excited frequency band. Due 

to the sliding frequency, there will however also be power contributions outside the 

band  . The time domain chirp signal is shown in Fig.4.2. 
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Fig. 4.2 Chirp input signal 
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4.2 Experiment results for VRFT 

In this section, I will use the VRFT method to tune the parameters for both the 

velocity loop controller and the position loop controller. I will show the results of X 

axis, Y axis and the synergic motion of XY table. The open loop experiment are 

implemented in each axis to get the finite set of Input/Output data {u(t), y(t)}t=1,…,N, as 

mentioned in chapter 2. The principle of VRFT method is shown in Fig.4.3 

 

Fig. 4.3 Principle of VRFT method 

4.2.1 Velocity loop controller tuning 

In this experiment, the system is constructed as in chapter 3. Elmo drive is set to 

be under current loop. The input signal for the open loop experiment of VRFT method 

generate from the inner software of Elmo. The input signal is set to be 9 order PRBS 

signal. The sampling time of the experiment is 280us. I choose the overshoot of the 

desired model to be 5% and the settling time of the desired model to be 15 times the 

sampling time. The discrete form of the desired model is shown in equation (4-5). The 

step response and the bode diagram are shown in Fig.4.4. In the open loop experiment, 

we get the actual input {u(t)}t=1,…,N, the actual output {y(t)}t=1,…,N,. Then by using 

VRFT method as mentioned in chapter 2, I calculate the virtual input r(t) and the virtual 

tracking error e(t). Finally, I can get the parameters for PI controller for the velocity 

loop.  
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0.03274 0.06549 0.03274

1 1.436 0.567
M

2
( )=

z z
z

z z

 




 

 
                               (4-5) 



 

 

Chapter 4 Experiment Results 

 39 

Step Response

Time (sec)

A
m

p
lit

u
d
e

-500

0

500
M

a
g
n
itu

d
e
 (

d
B

)

Bode Diagram

Frequency  (rad/sec)

10
1

10
2

10
3

10
4

10
5

-180

-90

0

System: M

Phase Margin (deg): 155

Delay Margin (samples): 21

At frequency (rad/sec): 459

Closed Loop Stable? Yes

P
h
a
s
e
 (

d
e
g
)

0 1 2 3 4 5 6 7

x 10
-3

0

0.5

1

1.5

System: M

Peak amplitude: 1.05

Overshoot (%): 5.33

At time (sec): 0.0028

System: M

Settling Time (sec): 0.00393

 

Fig. 4.4 Step response and bode diagram of the desired model of velocity loop 

The velocity loop controller parameters are tuned by the VRFT method with 

filter and constrains. The PI controller for X axis are Kvp = 8.5, Kvi = 437.6 and for Y 

axis are Kvp = 27.3, Kvi = 1215.6. We apply these parameters to the velocity loop of 

Elmo drive and get the results for X axis as shown in Fig.4.5 and for Y axis as shown in 

Fig.4.6.  
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Fig. 4.5 Velocity loop results for X axis (Kp=8.5, Ki=437.6) 
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Fig. 4.6 Velocity loop results for Y axis (Kp=27.3, Ki=1215.6) 

4.2.2 Position loop controller tuning 

The open loop experiment is also implemented to tune the position loop 

controller parameters. In this experiment, I set the parameters for the velocity loop 

controller of Elmo drive as the results we get in section 4.2.1. GTS800 motion control 

card is used as the controller for the position loop of each axis. The input signal is set to 

be 9 order PRBS signal. The sampling time of the velocity loop is 1ms. I choose the 

overshoot of the desired model to be 5% and the settling time of the desired model to be 

5 times the sampling time. The discrete form of the desired model is shown in equation 

(4-6). The step response and the bode diagram are shown in Fig.4.7. In the open loop 

experiment, we get the actual input {u(t)}t=1,…,N, the actual output {y(t)}t=1,…,N,. Then by 

using VRFT method as mentioned in chapter 2, I calculate the virtual input r(t) and the 

virtual tracking error e(t). Finally, I can get the parameters for PID controller for 

position loop. 
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Fig. 4.7 Step response and bode diagram of the desired model for position loop 

 

The position loop controller parameters are tuned by the VRFT method. The 

results for X axis are KPP =12.8, KPI =0.27, KPD=8.94 and for Y axis are KPP =54.7, KPI 

=0.37, KPD=153.2. We apply these parameters to the velocity loop of Elmo drive and 

get position loop results for X axis as shown in Fig.4.8, the position loop results for Y 

axis as shown in Fig.4.9 and the position loop results for synthesize motion of XY table 

as shown in Fig.4.10. 
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Fig. 4.8 Position loop results of X axis 
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Fig. 4.9 Position loop results of Y axis 
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Fig. 4.10 Synthesize motion of XY table 

4.3 Experiment results for NICBT method 

In this section, I will use the NICBT method to tune the parameters for both the 

velocity loop controller and the position loop controller. I will show the results of X 

axis, Y axis and the synergic motion of XY table. The open loop experiment are 

implemented in each axis to get the finite set of Input/Output data {u(t), y(t)}t=1,…,N, as 

mentioned in chapter 2. The experiment diagram is shown in Fig.4.11.  
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Fig. 4.11 Open loop experiment diagram for NICBT 

I can get the data to minimize the criterion through a single experiment on the 

system. Suppose that the system G is excited in open loop with u(t)=r(t) and the noisy 

output y(t) is measured. From this experiment, the error signal  , t  can be expressed 

as a function of the controller parameter, as shown in equation 4-7. 

  
   

 

, ( ) (1 ) ( )

[ (1 ) ] ( ) (1 ) ( ) ( )

t Mr t M K y t

M G M K r t M K v t

  

 

  

    
                               (4-7) 

By using the NICBT as we mentioned in chapter 2, we can get the velocity loop 

controller parameters and the position loop controller parameters.  

4.3.1 Velocity loop controller tuning 

In this experiment, the system is constructed as in chapter 3. Elmo drive is set to 

be under current loop. The input signal for the open loop experiment of NICBT method 

generates from the inner software of Elmo. The input signal is set to be 9 order PRBS 

signal. The sampling time of the experiment is 280us. I choose the overshoot of the 

desired model to be 5% and the settling time of the desired model to be 15 times the 

sampling time. The desired model is the same as section 4.2.1. In the open loop 

experiment, we get the actual input {u(t)}t=1,…,N, the actual output {y(t)}t=1,…,N,. Then by 

using NICBT method as mentioned in chapter 2, I can get the parameters for PI 

controller for the velocity loop. The PI controller parameters for X axis are Kvp = 13.2, 

Kvi = 846.5 and for Y axis are Kvp = 31.4, Kvi = 2765.5. We apply these parameters to 



 

 

Chapter 4 Experiment Results 

 44 

the velocity loop of Elmo drive and get the results for X axis as shown in Fig.4.12 and 

for Y axis as shown in Fig.4.13. 
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Fig. 4.12 Velocity loop results for X axis (Kp=13.2, Ki=846.5) 
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Fig. 4.13 Velocity loop results for Y axis (Kp=31.4, Ki=2765.5) 

4.3.2 Position loop controller tuning 

The open loop experiment is also implemented to tune the position loop 

controller parameters. In this experiment, Elmo drive is under velocity loop. I use 

GTS800 motion control card to set the input signal for the drive. The sampling time of 
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the velocity loop is also 1ms. I choose the overshoot of the desired model to be 5% and 

the settling time of the desired model to be 5 times the sampling time. The desired 

model of the system is the same as in section 4.2.2. 

The position loop controller parameters are tuned by the NICBT method. The 

results for X axis are KPP =11.5, KPI =0.13, KPD=211.4 and for Y axis are KPP =21.6, KPI 

=0.35, KPD=159.3. We apply these parameters to the velocity loop of Elmo drive and 

get position loop results for X axis as shown in Fig.4.14, the position loop results for Y 

axis as shown in Fig.4.15 and the position loop results for synthesize motion of XY 

table as shown in Fig.4.16. 
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Fig. 4.14 Position loop results of X axis 
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Fig. 4.15 Position loop results of Y axis 
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Fig. 4.16 Synthesize motion of XY table 

4.4 Experiment results for ICBT method 

 In industry, the velocity and acceleration feedforward controller are usually used 

as the feedforward controller. As mentioned above, this kind of feedforward controller 

is also based on (4-2). It is only a method to approximate the PTC. 
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4.5 Experiment results for IFT method 

 Since the perfect cancellation in the presence of uncancellable zeros is not 

achievable, alternative approaches to optimizing the overall frequency response have  

4.6 Experiment results for control criteria based tuning method 

 In this section, I will apply the foregoing method into our motion control 

system. Our experimental system is composed of a linear motor as the executing 

component, Elmo drive, a motion control card and the host. The maximum current of 

the linear motor is 6.9A, the continuous current of the linear motor is 2.3A. Elmo Drive 

is working under the position mode, the motion control is only used to plan the position 

and time but not as a main controller. So the control parameters of Elmo Drive are very 

important to the performance of the system. As mentioned before, Elmo Drive is 

composed of three loops, the current loop, the velocity loop and the position loop. We 

just use the auto tune results by the Drive itself and don’t tune the current loop 

manually. As to the velocity loop and the position loop, we tune them step by step. The 

user interface by VC++ program is shown in figure 29. 



 

 

Chapter 4 Experiment Results 

 48 

 

Figure 29 User interface by VC++ program 

4.6.1 Velocity loop controller tuning 

 Because The velocity loop of Elmo controller is composed of a PI controller. 

There are only two parameters to be tune. As the tuning guide of Elmo manual [5], we 

set the parameter of P controller Kvp = 10 and set the parameter of I controller Kvi =0 

as the initial value. Before tuning the velocity loop, we have to set the parameters of 

Elmo Drive, including AC, DC, and SD. In this paper, we set AC, DC and SD to be 10g 

in order to get a quadrate curve of velocity command so as to make the curve clearer. 

After that, we set JV at a relative large value but take care not to let the current 

command saturated. In this paper, we set JV to be 40000 with a encoder whose 

resolution is 2000000. 

We do each velocity experiment as the following step in order to get the data we want.  

 Step 1: set the recorder as mentioned before. 
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 Step 2: put the mover of the linear motor at a proper position, ie, at the center of the 

track. 

 Step 3: set JV to be a positive value during a certain period to ensure that the position 

of the motor is running within a certain range. 

 Step 4: change the direction of the linear motor by setting JV to be minus JV and let 

it running during a same length of period to ensure the position of the linear motor 

within a certain range. 

 Step 5: repeat step 3 to step 4 several times in order to get enough data for tuning 

After we have done an experiment and upload the data from the recorder, we can use 

the functions mentioned above as the criterion to change the parameters of the 

controller. In our experiment, we first increase Kvp until there is a certain overshoot in 

the velocity curve which is also evaluate by one of the functions. If the overshoot is 

bigger than what we want, we reduce Kvp. After that set Kvi to be the value mentioned 

in [5], that Kvi=1/(Rise time)*Kvp. If there is certain vibration in the velocity curve, we 

divided it by 2 and then repeat the experiment until all the criteria satisfy the 

requirements. The initial result when Kvp=10 and Kvi=0 is shown in figure 30, while 

the final result with Kvp=32, and Kvi= 0 after auto tuning is show in figure 31. Then we 

set Kvi=4761, as mentioned above, as shown by figure 32. We can see that the initial 

curve can not satisfy our requirement, after auto tuning the Kvp parameter, there is still 

a steady state error and after adding the Kvi parameter, the velocity tracking curve can 

meet our requirement very well. 
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Figure 30 Velocity Loop Results when Kvp=10, Kvi=0 
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 Figure 31 Velocity Loop Results when Kvp=32, Kvi=0 
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    Figure 32 Velocity Loop Results when Kvp=32, Kvi=4076 
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4.6.2 Position loop controller tuning 

 The position loop controller of Elmo Drive is composed of a P controller, a 

velocity feedforward controller and an accelerating feedforward controller. Before we 

tune the control parameters of the position loop, we should first set the values of AC 

and DC. In our experiment we set AC and DC both to be 3g so as to simulate the real 

world condition.  

Then we put the linear motor at a proper position, near the beginning of the 

track, setting PX=0. In each experiment, the running range is best to set to include the 

whole range of the track in order to get a set of more convincing data. We set the 

parameter of the accelerating feedforward control equal to zero and set the parameter of 

the velocity feedforward control equal to a small value by experience, and set the 

parameter of P control equal to a certain value. In short, the initial value should be 

setting by tuning experience to maintain the stability of the motion control system.  

We do each of the experiment in the position loop as the following step in order 

to get the data we want, then use the data and the functions we establish to auto tune the 

parameters controller.  

 Step 1: set the recorder as mentioned before. 

 Step 2: set PA to be a positive value and run the linear motor. 

 Step 3: upload the data and use the function to evaluate the performance of the linear 

motor. 

 Step 4: kill the recorder. 

 Step 5: set PA to zero.  

 Step 6: repeat step2 to step 1 to step5 until the performance of the linear motor can 

meet the requirements.  

In our experiment, we first increase the parameter of P controller by 10 in each 

experiment until the position error running into a certain range, but this range must be 

larger than the required position error. And then we both increase the parameters and 

increase the accelerating feedforward parameter by combination. We can record some 
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parameters which can meet our requirement, and load the user programs to test them. 

Also to make sure that the motion control system is stable in all the experiments and if 

it is not stable the system can stop running. We take some measures using the vibration 

evaluation, setting the position error limit appropriately and so forth. The experimental 

result is shown below. The initial result when Kpp=100, FF[2]=0.2 and FF[1]=0 is 

shown in figure 1. From the evaluation function, we know that the settling time 

ts=60.48ms. By using the alternative method to auto tune the velocity loop, we get 

several results that can satisfy our needs. They are shown in figure 33, figure 34, and 

figure 35. The position error we set is 25um, all of them have the settling time less than 

20ms.  
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Figure 33 Position Loop Results when Kpp=100, FF[2]=0.2. 
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Figure 34 Position Loop Results when Kpp=235, FF[2]=0.62 
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Figure 34 Position Loop Results when Kpp=245, FF[2]=0.66  

4.7 Summary 

In this section, I have shown the results of the data-driven methods, including 

the VRFT method, NICBT method, ICBT method, IFT method and the control criteria 

based method. The experiments are based on the system we mentioned in the chapter 3. 

As discussed in section 4.1, in the experiment, I choose the chirp signal as the input 

signal, because it can result in a rich excited frequency and will do little damage to the 

mechanical part.  

From the results of the experiment, we can see that the non-iterative may 

sometimes corrupt by the noise of the system, because it only uses the data of one 

experiment. However, the experiment is easy to fulfill and we can get the results as 

quickly as we can. On the other hand, the iterative method is better in resisting the noise 

and the disturbance; however, the iterative method need more experiments and cost 

time to get the results. Furthermore, the control criteria based tuning method is a very 

practical method for the system driven by the Elmo drive. By using this method, we can 

find a lot of optimal local solutions and chose the best of them to be the global solution 

and we can also set constrains for the parameters of the controller. 
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CHAPTER 5 

CONCLUSION 

5.1 About the identification 

 ELS is available for the closed-loop parameter estimation. 

 Model of 2-order is available for a class of motion control systems and the order is 

lower than the theoretical result. 

 For closed-loop identification, the estimation procedure is switched off when the 

input is not exciting enough. This mechanism is verified to be available to 

guarantee the accuracy of identification and reliability of self-tuned control 

parameters. 

 The identification is relatively time-consuming so it is important to simplify the 

identification procedure in the premise of keeping the accurate identification. 

5.2 About the controller design 

 The off-line identification is necessary and it helps the self-tuning controller work 

well at start-up. 

 The self-tuning PID controller inherits the simplicity of the general PID controller 

and performs better, especially when controlled plants are varying. 

 The whole system becomes a typical 2-order system with the proposed PID 

controller, of which the physical meaning is clear. Therefore, controller parameters 

are easy to determine. 
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 The feedforward controller is good at improving the tracking performance because 

it can make use of the future information of desired trajectories in motion control 

systems. 

 The tracking error with the proposed self-tuning ZPETC can be guaranteed in the 

micrometer level and part of the work has been used in the real milling process. 

 With the help of the off-line identification, these two controllers are easy to be used 

in different occasions with little operation and tuning procedure. Thus it can 

improve the work efficiency a lot. 

5.3 Future work 

 Both of self-tuning controllers discussed in the dissertation are sensitive to the 

modeling error so it is important to develop mathematical models of plants and 

identification algorithms. 

 Both of feedback and feedforward controllers mentioned above are based on the 

estimated linear model without considering the nonlinear disturbances. However, if 

further performance enhancement is necessary, another control component which is 

used to deal with nonlinear disturbances maybe enabled 
[53]
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